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Abstract

The imputation of rental expenditures is an important step in the estimation of a household’s standard of living. The methods of imputation of the rent are discussed in this paper. Some simulation results are presented. 
1  Introduction
The imputation of rental expenditures is an important step in the estimation of a household’s standard of living. Rent imputation is especially important when one is wanting to make accurate welfare comparisons between households which own their housing (‘owner-occupiers’) and those who rent it. For example, an income comparison of two households having the same income but with one household renting and the other being an owner-occupier would, in absence of imputation, conclude that their position is the same; in reality the owner household is better-off because it enjoys housing services for free.
Definition. 

The imputed rent refers to the value that shall be imputed for all households which do not report paying full rent, either because they are owner-occupiers or because they live in accommodation rented at a lower price than the market price, or because the accommodation is provided them for free.
2  Notation
Let us consider a population 
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 consisting of N elements:
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Sample 
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 from the population 
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 is drawn according to the sampling design. Sample size is from n elements. The inclusion probability is 
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. Variable of interest is y (imputed rent). We assume that only 10 per cent of the values of the variable y are known, and corresponding population elements belong to the subsample
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 consists of the elements with unknown values of the variable y. Exactly, total sample is conjunction of two subsamples 
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We are interested in estimation of the population mean 
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Second term of the equality (1) is unknown. According to the selected methods unknown values of the variable y will be imputed. For imputation some vector of auxiliary variables х=
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 are needed.
2  Imputation methods for rent
Imputed rent is the main variable of interest. Also more variables like location of the dwelling (strata), number of rooms, type of dwelling and the amenities are analyzed and taken into account in to the rent imputation. Most of the auxiliary variables correlate with the rent and make influence on the rent price.
Some methods for imputation of the rent are analyzed. They will be introduced briefly.
2.1 Self – assessment method
Self – assessment method is based on the owner-occupiers answers about potential rent for their dwellings. This method is subjective method, and can not show real situation in the rental market. 
2.2 Homogeneity groups method
Imputed rent is estimated using homogeneity groups method. It is based on actual rentals, and combines information on the housing stock, broken down by various groups, with information on actual rentals paid in each group. For all persons within each group, the average rent of tenants belonging to the same group is used for the imputation. 
2.3 Heckman method
The sample selection model consists of two equations. The first equation indicates if target variable is observed, i.e. if there is a response or a nonresponse:
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here
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 is a value of a vector of auxiliary variables, 
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 is a vector of parameters, it has to be estimated using the sample data, and 
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 is the error term, a random component. However, 
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 is a latent variable that we do not observe. We only observe whether it exceeds a certain threshold, say 0, because that results in the response or nonresponse:
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Whether or not a person responds is the result of an underlying process for which we only observe the actual outcome.
The second equation assumes a linear relationship between the target variable y and a vector of auxiliary variables 
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here 
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 is a random component, 
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 is a vector of parameters that have to be estimated using the sample data. 
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 is also a latent variable. The study variable y is defined by:
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Contrary to equation (3), we do not observe values for the nonrespondents
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. These observations are simply missed. 
Equation (2) and (4) are linked by a joint probability distribution of the error terms 
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 and 
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. In practice it is usually assumed that they have bi-variate normal distribution:
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here 
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is the correlation coefficient between the two error terms, and 
[image: image34.wmf]2

s

 is the variance of 
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. If there is no correlation between the two equations 
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, then there is no selection bias and the target variables can be estimated using equation (4) only. If the error terms are correlated, however, the nonresponse is selective and restricting estimation (4) would result in a selection bias.
The first step of the Heckman method is implemented using probit model in PROC LOGISTIC of SAS. The second one is done by PROC REG.
2.4 Log-linear regression
Lets us introduce a variable l with the values: 
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Then the log-linear model can be defined as:
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here 
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– is vector of coefficients, 
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 – are values of known auxiliary variables, 
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 – are random errors. 

3  Simulation
3.1 Sample design
The HBS sample is chosen to be a population. Stratified random design is used. Population of individuals of Lithuania is divided into seven strata by place of living place: the 5 biggest towns, other cities and rural areas. Independent simple random sampling is used in each of the stratum. The total of the population is 19130 individuals; there are 1997 persons in Vilnius, 1854 – in Kaunas, 764 – in Klaipėda, 625 – in Šiauliai, 628 – in Panėvėžys, 6262 – in other cities and 7000 persons in the rural. The assumption that rent in population is known is made. 2000 individuals are selected from the population. 
3.2 Simulation results

1000 stratified simple random samples have been selected. The sample consists of 200 elements, that are 10 per cent of tenants. Rent for owner-occupiers have been imputed using different methods. After, mean of imputed rent for each sample has been estimated and compare with “true” rent.
The comparison of average of estimates of mean rent estimated by different methods and “true” rent is presented in Fig.1.
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Figure 1. Empirical average of estimates of mean rent using different imputation methods by strata
4  Conclusion
The imputed rent estimated by Homogeneity groups method has a smaller bias than estimated by Heckman or Log-linear methods. 
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