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Abstract

The quality of the data is one of the main issues in today’s official statistics. Missingness of the data is a serious threat to the quality. Imputation, as one possibility to solve this problem, means statistical replacement of missing values. The family of imputation methods is wide and versatile. Here, re-clustering of the data by using auxiliary variables is an important approach for creating homogenous imputation classes in which imputations to the target variable with missing values could be made. Finally we also discuss about how complex data structures and clustering that already exists such as in a cluster sampling design could be taken into account. This paper presents my previous research on imputation techniques (Piela, 2005) and plans for future research.
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1  Introduction to imputation in the quality framework of official statistics

The quality of the data is one of the main issues in the official statistics. The quality of the inferences that can be drawn from statistical data depends on the quality of the data. See the definitions for statistical quality in the quality quidelines of Statistics Canada 2003 and Eurostat 2002. Here, imputation is undertaken as the process of statistical replacement of missing values and as part of a quality improvement strategy to improve accuracy, consistency and completeness (Charlton 2003).

The goal of imputation is to reduce non-response bias of a statistic or an estimator. Bias is reduced by using auxiliary information in imputation, that is, using the non-missing values of other variables and other observations. Knowledge of the missingness mechanism (or the missingness pattern) could help a lot. Rubin (1987) used the division in the famous concept of missingness as follows: missing at random (the probability of an item being missing does not depend on the values of the missing items), missing completely at random (the probability of an item being missing does not depend on either the value of the missing item or the other characteristics of respondents) or not missing at random otherwise, abbreviatiated respectively as MAR, MCAR and NMAR. The alternative two-category divisions are ingnorable (MAR) or non-ignorable missingness (NMAR) and informative or non-informative missingness.

Methods of imputation vary considerably depending on the type of data set, the characteristics of the missingness and the extent of missingness in the data. There are at least three ways of classifying imputation methods, as presented in my licentiate thesis in statistics  (Piela, 2005):


A1. Deterministic imputation, or


A2. Stochastic imputation


B1. Logical imputation,


B2. Real donor imputation, or


B3. Model donor imputation


C1. Single imputation, or


C2. Multiple imputation

A1. In deterministic methods the imputation procedure always gives exactly the same value when repeated. Thus, logical imputation, mean imputation, regression imputation and nearest neighbour belong to this class of methods.

A2. Stochastic imputation involves a random element. This means that when imputation is repeated imputed values are not exactly same. Random donor method, regression imputation with random element and nearest neighbour within imputation classes (clusters) created stochastically belong to this class of methods. 

B1. Logical imputation is used when there is only one possible solution that is known given appropriate assumptions and restrictions. For example, one missing component when total and other components are known can be imputed by calculating the difference of the total and the sum of the known components. This method can be considered as a part of the editing process. 

B2. Real donor method (hot-deck or donor imputation) gives a value that is “borrowed” from a real observed case, for example, a nearest neighbour. Hot-deck, however, could be used in a wider context referring to the donor imputation without historical information but in which the final chosen donor can also be a group of donors each giving a fraction as in chapter 4.

B3. Model donor method refers to methods where also non-observed values and even values out of the range of the variable are possible. Usually these methods use regression based imputations.

C1. Single imputation methods give a single value that replaces the missing value.

C2. Multiple imputation produces several imputed datasets which are then used to estimate imputation variance.

General five accuracy requirements for imputation procedure in official statistics (see Chambers, 2001) are predictive accuracy (the imputation procedure should maximise the preservation of true values), distributional accuracy, estimation accuracy, imputation plausibility (imputation procedure and imputed values must be plausible) and ranking accuracy. For official statistics purposes the methods should be automatized, fast and still suitable for the large data masses. The statistical production process has indeed many features similar to the industrial process. On the other hand, simple methods are easy to understand, to implement and to apply. It is often the case in official statistics that users of the imputation programs are not the ones who have planned and created these programs and there is not necessarily enough time to make a methodological analysis in the production process.

1.1 Processing imputation and editing

The current tendency in official statistics is to understand imputation and editing as their own process along the whole statistical survey process. The Banff system of Statistics Canada is a good example about computerized editing and imputation process. It is a collection of specialized SAS® procedures “each of which can be used independently or put together in order to satisfy the edit and imputation requirements of a survey” as stated in the Banff manual (Statistics Canada, 2006). Banff has been derived from possibly more well-known program named Generalized Edit and Imputation System (GEIS). 

Thus, Banff includes appropriate imputation and editing algorithms but the special part is to see editing and imputation as its own process starting from the edit specification and preliminary data analysis and continuing to error localisation and outlier detection and ending to imputation model selections and prorating (and so called mass imputation when needed). Statistics Finland is starting to test and evaluate Banff in 2006 for its own use. Please contact the author of this paper for further details.

2 Past research work in imputation

The methodological goal of my past imputation research (Piela 2005) has relied on approaches that can be regarded as advanced imputation methods compared to the standard, traditional ones such as mean, nearest neighbour, random donor and regression imputation. The advanced imputation concept pertains to complex imputation problems and automated solutions. Naturally this is a very general definition, only giving an idea of more developed methods than the standard ones. One important approach that requires special attention and is emphasized here is clustering from the imputation point of view. Clustering as a statistical technique refers to re-grouping of the data by auxiliary variables so that clusters are internally homogenous and distinctive among each other. 

Clustering makes it possible to use random techniques that give more variation to the imputed values. Subgrouping the data into homogenous groups creates a good base for any imputation method. The problem comes from too small groups and, of course, failures of grouping. By using standard measures of homogeneity like the Gini index, which does not refer to the true values of the missing ones, it is possible to check whether or not the grouping is satisfactory enough for forthcoming imputation.

Clustering techniques can be computationally heavy and they naturally have to be computerised. Typically statistical clustering is being done by iterative way in reducing the variance within clusters. In imputation this means that a unit with a missing item should belong to a cluster having similar kinds of observations with only very small variation. Missing items can then be replaced by mean, random donor or nearest neighbour or by a local regression model, e.g. by a model fitted within a corresponding cluster or within a group of similar clusters in case of small clusters.

2.1 K-means and hierarchical clustering

The basic and possibly the most well-known variance minimization technique is K-means. It starts by defining initial, often random, weights wi. Then for every unit, e.g. the vectors with selected auxiliary variables, the “closest” wi is selected. Closest is often defined by Euclidean distance metrics (the Euclidean norm). This creates an initial clustering which then continues by calculating the average points of the clusters. These points will now be updated positions of wi. The updating process continues until there are no noticeable changes in the values of wi. The resulting structure is called Voronoi tesselation or Thiessen diagram. 

Another popular clustering method is hierarchical clustering. This far it has not been popular in imputation. Breiman et al. published a book about classification and regression trees, abbreviated as CART, in 1984. Since then it has been regarded as a primary book on tree clustering methods in statistics. Tree-based methods are conceptually simple yet powerful.

A tree is usually created by splitting the data in a binary way. The data are divided into two sets and then each of the sets is divided again into two subsets in turn as long as the stopping criteria are reached. Binary splitting is partly due to simplicity, that is, a binary tree is easier to interpret than multiway trees. 

In imputation it is relevant to keep the tree in appropriate size and especially keep the minimum size of the terminal nodes (the final nodes, clusters or leaves of the tree) decent for imputation, e.g. ad hoc value equal to 50. That is to say, the tree does not have to be explanatory in all the ways, so it is possible to create a large tree that is good for imputation. However, the minimum size of the nodes is naturally much more important. Piela & Laaksonen (2001) handled these issues by using the samples of the UK Census (SARs) 1991 and Finnish Household Expenditure Survey 1996 datasets.

2.2. Neural networks

Neural networks are nowadays regarded as interesting alternatives to the ordinary statistical methods. Especially very large data masses might need automated intelligent methods in finding homogenous groups and in visualisation. Neural networks or modern statistical pattern recognition can be seen very important from an imputation perspective. 

Self-organizing map (Kohonen, 1997), SOM, is an iterative, “non-supervised”, clustering algorithm related to the neural network methodology. Interestingly, neural networks can be seen just as generalizations of the well-known statistical methods. Specifically, the SOM algorithm can be interpreted as a discretized approximation procedure for the computation of principal curves or surfaces (Ritter et al., 1992). Koikkalainen, Horppu and Piela (2003) concentrated – among the other neural network methods – on its special modification, tree-structured self-organizing map or TS-SOM as abbreviated. It is a mixture of tree clustering, computational speed-up and SOM techniques. See Piela (2002) for successful results of the TS-SOM techinques from the view of official statistics.

The special problem, however, in neural network modelling is that even if we find a good neural method for imputation it can still be very hard to be implemented in practice. These models or systems especially require the user’s good knowledge, e.g. on handling parameters that often differ from the transparent, standard, statistical model parameters. On the other hand, official statistics require fast imputation processes.

However, Piela (2004) concluded that editing and imputation as part of the data mining process can be the future of the neural networks in official statistics. Although not necessarily in imputation but in editing the powerful potentiality of these methods is simply in their visualization possibilities. It is slightly harder to find any other areas where neural networks or statistical pattern recognition methods in general could be useful due to the confirmatory nature of the statistical analysis in national statistical offices. 

2.4. Conclusive comments

What is then the imputation method that best meets the requirements in official statistics? According to my study, it is the nearest neighbour imputation in general – the worst one being the mean imputation. Of course, some clustering is useful before replacing missing values by nearest donors, but clustering methods are also based on the nearest neighbour idea. This method keeps imputed values within an appropriate range but still maintains enough variation. Often the standard Euclidean distance metrics seems to work fine. The nearest neighbour method is also a very natural way to look for appropriate values if the data are not too small. 

Anyhow, the best method is actually a system that includes several competitive imputation methods (recall 1.1). Specifically, the development and evaluation of new forthcoming imputation methods, especially complex neural network models, is closely connected to the software development. SOM, for instance, can be used in clustering. After that the software should be able to produce several competitive model alternatives within those clusters. Depending on the type of missingness the imputation model is then chosen by using appropriate model statistics and the user’s own experience in order to conclude the imputation task. However, finding the most adequate methods still requires further research. 

Multiple imputation, MI, was not handled here because of the context of the research. But also detailed research in imputation variance and careful analysis of the datasets with hierarchical, multilevel nature (note the difference to the previously mentioned hierarchical clustering methods) containing cross-cassifications and missingness were also excluded. This will lead us to the forthcoming research that will be next outlined. 

3 Multiple imputation, MI

Multiple imputation (Rubin, 1987), which works in the Bayesian framework, responds to the general problems of strongly dependent variables including missing cases in any of them, the problem of imputation variance estimation and the problem of inconsistency in the theoretical framework of imputation. In multiple imputation there are two conditions that must be met. First one is that the missing data should be missing at random, MAR, meaning that the probability of missing data on a target variable Y does not depend on missing part of Y. However, missing data is allowed to be dependent on observed part of Y (e.g. planned missingness in surveys). Besides, there exist some MI applications for MCAR situations as pointed out by Schafer & Graham (2002). The second requirement is that one has to include all the covariates and interactions of the observed data as otherwise imputed observations will not have this structure. This is actually just what is expected in multilevel modeling.

Now, let the quantity that is target of interest be ( = ( (YO, YM), where YM is the missing part of the data and YR is the observed part. We try to estimate the distribution of 
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MI assumes this distribution is approximately Normal described by its mean and variance. We note, that under MCAR or MAR regression models give valid parameter estimates. By using Bayesian framework or maximum likelihood statistics we are able to get a valid estimate of the distribution of YR|YM. After that we can impute the missing data number of times by drawing them from this estimated distribution. In practice the number of times is often between 3 and 10. The mean of the distribution of ( is approximated by the average of the estimates of the imputed datasets. Formulation of the variance combines both between and within imputation components of variance (see Rubin, 1987).  

However, MI is not commonly used. Assumptions are strict and there also exist some difficulties with MI variance estimation as discussed by Rao (2005) and Kim et al. (2004). However, convenient estimation of variance under MI remains as an attractive feature.

4 Fractional imputation

Fractional imputation (Kalton & Kish, 1984) is a sort of mixed donor and model donor imputation method (one could still call this as a hot deck method), which involves using more than one donor for a recipient. For example, three imputed values might be assigned to each missing value, with each entry allocated a weight of one-third of the nonrespondent’s original weight as the sum of the imputation fractions for each missing item is required to be one. 

Kim and Fuller (2004) showed that fractional imputation and the suggested variance estimator are superior to multiple imputation estimators in general and for estimating the variance of a domain mean. Specifically, fractional imputation was designed to reduce the imputation variance while multiple imputation only gives a simplified way to estimate it. In the following we formulate “basic setup” to the fractional imputation methodology.

Consider a population of N elements identified by a set of indices U = {1, 2, …, N}. Associated with each unit i there is a study variable yi and a vector of auxiliary information; the use of auxiliary information is skipped here. Let A denote the indices of elements in a sample selected by a set of probability rules called a sampling mechanism, 
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Now, of course, 
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 is unbiased for the population total if wi is the inverse of the selection probability, corresponding to the Horwitz-Thomson estimator. 

The essential assumption is that the U is divided into imputation cells G (e.g. clusters) in which the homogeneity is defined by using the response probability approach. We assume the within-cell uniform response model in which the responses in a cell are equivalent to a Bernoulli sample from the elements in a cell.

Let dij be the number of times that yi is used as a donor for missing yj and define 
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 where AR and AM denote the set of indices of the sample respondents and sample nonrespondents. The distribution of d is called the imputation mechanism, where as the distribution of a standard binary response indicator function R is called as the response mechanism (see Fuller and Kim, 2005). Now, let 
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 be the factor applied to the original weight for element j when yi is used as a donor for element j. For element j, j belonging to AM,
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is the  weighted mean of the respondent values. The 
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 is called the imputation fraction (Fuller and Kim, 2005). Thus, it is the fraction that donor i is donating for the missing item yj. Obviously, 
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 and the sum of the fraction is restricted to equal 1. 

The estimator with imputed values YIj and some 
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<1 is called a fractionally imputed estimator. An imputation estimator that is linear in y can be written in the form
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Fuller and Kim (2005) presented also the fully efficient fractional imputation, FEFI. It requires uniform response probablities in an imputation cell and the use of every responding unit as a donor for every nonresepondent in the cell. However, FEFI has hardly any use in practice. Fuller and Kim (2005) responded this problem by giving approximations to FEFI. They outlined the procedure with fixed number of donors per recipient that is fully efficient for the grand total but not necessarily for subpopulations.

Kim and Fuller (2004) showed also how fractional imputation combined with the proposed replication variance estimator gives a set of replication weights that can be used to construct unbiased variance estimators for estimators based on imputed data (and for estimators based on the completely responding variables).

5 Multilevel modeling for imputation
Many kinds of data have a hierarchical or clustered structure. We refer to a hierarchy as consisting of units grouped at different levels. Thus children may be the level 1 units in a 2-level structure where the level 2 units are the families and students may be the level 1 units clustered within schools that are the level 2 units. Naturally children belonging to a same family have generally common characteristics both mentally and physically. But there is also a very well-known example how important it is to take into account schools as clusters when studying grades and success of the elementary school children. The study by Aitkin et al. (1981) is widely used in literature as an introduction to multilevel modelling (see Goldstein, 2003).

More recently there has been a growing awareness that many data structures are not purely hierarchical but contain cross-classifications of higher level units and multiple membership patterns (see the web pages of the Centre for Multilevel Modelling: http://www.mlwin.com/). An example of the former is where students in a longitudinal study "belong" to a combination of elementary school attended and secondary school. For a detailed discussion of such structures see the paper by Hill and Goldstein (1998).

Statistical multilevel models (Goldstein, 2003) take advantage of the correlation structure between different levels of hierarchy. Correlation structures and connections between the study variables can be a challenge in imputation tasks as well. Indeed, multilevel models for imputation can provide an interesting supplement to the imputation methods discussed in previous sections. 

Currently in literature, there are some papers about the use of multiple imputation with multilevel models. Afterall, multiple imputation is popular among some social science research areas. Carpenter and Goldstein (2004) says that if a dataset is multilevel, then the imputation model should be multilevel too. MLwiN (Rasbash et al., 2004) is a commonly used software for multilevel modeling. It can fit a range of Bayesian models using Markov Chain Monte Carlo. Carpenter and Goldstein (2004) consider MLwiN as a natural tool for multiple imputation in multilevel modeling. 

6 Plans for future research

In the forthcoming research I will study new imputation methods and the analysis of imputed and missing data when data structures are complex. This includes the use of multilevel imputation models in which clusters in the cluster sampling design can be incorporated in an imputation model as random effects. In addition, information on the complex sampling design can be incorporated, for example, by using strata indicators as fixed covariates. Multilevel imputation models do not necessarily refer to MI but also modified single and fractional imputation methods can be considered.

Another new avenue of research is the use of multilevel models and imputation in the context of small area estimation (Rao, 2003). Here I will concentrate on the analysis of missing data when estimating small area totals using imputation and reweighting methods. Model-assisted survey methods that are based on multilevel models (Lehtonen, et al., 2003 and 2005) will be addressed.
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