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Abstract

In this paper the calibration approach is introduced. Calibration approach is a simple and effective method to weighing in the presence of the non-response. It uses the auxiliary information. Since it depends on the selection of the auxiliary information how well the calibration estimate can reduce the bias, the main focus is on finding the best auxiliary information available. Some computable indicators, non-response indexes, are constructed to guide this search. In the practical example the non-response and samples are generated and the indexes and estimates are computed to see how well the non-response indexes work in practice. 
1 Auxiliary information
The auxiliary information is given by an auxiliary vector. The value of an auxiliary vector is known for every responding object, 
[image: image1.wmf]r

k

Î

 and also for a larger  set than 
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Denote the auxiliary vector by 
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. Its value for object k is denoted 
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. The information for the larger set is provided by information input 
[image: image5.wmf]X

.
2  Calibration estimators
The calibration estimator of total 
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where 
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 is the calibrated weight for the object k. It depends on the auxiliary information how effective the calibrated weights are.

We are searching for a system of calibrated weights
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When there is non-response then the sampling weights 
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 are too small for all or most of the sampled objects. We are looking for the weights that are larger than the sampling weights. Therefore we multiply 
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with some factor 
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. We construct the factors 
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 so that they depend linearly on the known value 
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. One simple form is 
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The vector 
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 should satisfy the calibration requirement. Insert (3) to equation (2) and solve it for 
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. Then 
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if the inverse matrix of 
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exists. We have found the weights that account for non-response and are calibrated to the given information.
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where 
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 is given by (4).

3 Properties of calibrated weights
Lets take a look of the calibrated weights in (5). They can be written
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The component 
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 is called the main component and 
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 is remainder component.

It can be seen that
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When we choose the vector 
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for  every 
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4 Classification
Consider one simple case of the calibration estimator where the auxiliary information is about a classification of elements. We have P groups 
[image: image44.wmf]P
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. The group identifier for object k is defined as
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Let 
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be the respond set in the group 
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. From the equation (5) or (6) we get 
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 The calibration estimator (1) is
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is the design-weighted group mean for respondents.

5 Non-response indexes
5.1 IND1

Denote the response probability of object 
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 by
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 is linearly related to the auxiliary vector 
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It is important that the proxies reflected the differences between the sampled elements. The more the proxies vary, the better. Therefore use the variance of  
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to indicate the strength of 
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is the mean of  
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Consider the classification,  where 
[image: image75.wmf]=

k

x
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For SI  the weights 
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 is the number of respondents in the group 
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5.2 IND2
The bias is small when  the auxiliary vector explains the study variable, that is the residuals 
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 (Särndal, Lundström, 2005).  In practice this condition doesn’t hold but if the residuals are small, the bias and variance of 
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The variability of 
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measures residual variance where 
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This indicator shows how well the auxiliary vector explains the study variable 
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Consider the classification discribed before and SI sample. 

Then the IND2 takes a form
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The indexes IND1 and IND2 are constructed to guide the search of auxiliary information to use for computing the calibrated weights. Before choosing the auxiliary vector both indexes should be computed for different auxiliary vectors. If both indexes are larger for some auxiliary vector than others then there is high probability that the auxiliary information is the best for reducing the non-response bias. The two indexes should be used together. We see one simple example of how the indexes work in practice.

6 Practical example   
In a practical example we study the simple case of classification where the auxiliary information is about a classification of elements. The data used is the data of StatVillage (Schwartz,1997) that is based on the census on Canada. In the StatVillage there are 480 households that are divided into 60 blocks, in every block there are 8 houses. For every household different variables are measured. 

Since IND1 and IND2 are random we are studying the indeces by generating repeatedly samples and non-response. Using different auxiliary information the bias and standard deviation of the calibration estimator is computed, also the indeces IND1 and IND2. We want to know how well the indeces indicate the strength of the auxiliary information – if the values of IND1 and IND2 are larger when the bias of calibration estimator is smaller. Also we want to know if the results are different if the non-response rate is increased. In this example the cases when the non-response is 30% and 50% are concerned.

Consider the SI sample. The sample size is 100. We are studying the total income of the household. To every object the probability of the non-response is generated:
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where 
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 is the sample size, 
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 is the number of people responding and 
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is the total income of object 
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. The non-response depends on the income of the household. Therefore there is considerable non-response error.

We use the probabilities of the non-response and generate the set of respondents.

· generate 
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· order the object in the increasing order of 
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· choose 
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 first objects.
We are using three classifications:

1. The households are divided into groups using the location of dwelling (south/north). The first group consists of households who live in the blocks 1-30, the second group of households who live in the blocks 31-60. It is known that in the northern blocks (with smaller block numbers) live the wealthier households. Therefore the auxiliary information should describe well the total income of the household. 

2. The household are divided into groups according to the location of the house inside the blocks. In the first group there are households whose house number is 1-4, the in the second group households whose house number is 5-8/.

3.  The households are divided into four groups according to the location of dwelling(south/north) and the value of the dwelling.

The results can be seen in Table 1.

	Auxiliary information
	North/south
	Location of the house in the block
	North/south+value of the dwelling

	Nonresponse (%)
	30
	50
	30
	50
	30
	50
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	3,51
	0,12
	0,009
	0,47
	0,12
	0


Table 1: The estimates and non-response indeces

The bias of the calibration estimator is in all cases negative. So the real total income is larger. The bias is largest if we use the location of the house inside the block. The same result can be seen of indicators IND1, IND2. 

If we consider the value of the dwelling in addition to the geographical location we see that IND1 is really incresing but IND2 is decreasing. In both cases, when the non-response is 30% and 50%. Therefore we can’t tell that the estimate is getting better when we add the information of the value of the house to the auxiliary vector. When we take a look of the bias of the estimator we can see that the bias is similar whether we use the informaton about the value of the dwelling or not.

The indicator IND2 helps us to find the information that decreases both – the bias and standard deviation. That can be seen also from the results. The variance is smallest when we are using the house’s location whether in the north or south. The IND2 is also largest in that case.
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