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Abstract

In this paper we focus on construction of the combined ratio type estimator of the finite population
total and their variances in the case of sample rotation for two-phase sampling scheme. We construct
composite estimators of the finite population total without and with the use of auxiliary information
known from the previous survey. Two types of sampling design are used for sample selection in each of
the phases: simple random sampling without replacement and successive sampling (unequal probability
sampling without replacement). A simulation study, based on the real population data, is performed
and the proposed estimators are compared.
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1 Introduction

The Labour Force Survey (LFS) quarterly provides estimates of the number of employed and unemployed
individuals. Repeated sampling from a finite population is a sampling procedure used for the LFS.

Let us consider a finite household population U = {1, . . . , i, . . . , N} of size N . For each household,
the number of its members is denoted by mi, i = 1, 2, . . . , N . Then the sum of the household members
can be obtained by M =

∑N
i=1mi. Let us say that the survey variable y characterizes the number of

employed and unemployed individuals in each household. The values yi of the variable belongs to the set of
integers {0, 1, . . . ,mi}. We are interested in the estimation of the number of employed (and unemployed)
individuals in the population:

ty =
N∑
i=1

yi. (1)

The previous wave survey data can be used as auxiliary information for estimation of the population
total in order to reduce the variance of the estimator. The effectiveness of ratio estimators in the case
of any sampling design is described by many authors. If an auxiliary variable is well correlated with the
study variable, then it is possible to obtain a more accurate estimate of a parameter.

2 Sampling rotation and sample selection

LFS is conducted quarterly at Statistics Lithuania. All members of a household are included into the
samples for two subsequent quarters, excluded for the next two quarters, and included into the sample
once more for another two quarters.

Two-phase sampling scheme as shown in Fig 1. can be used for the estimation of the population total
ty (1).

The sample rotation procedure for the two-phase sampling scheme presented in Fig 1. shows that the
whole sample s consists of two samples: s1 and s2. These sample parts are expressed as follows:



Figure 1: The sample selection procedure

s1 : U −→ s1;
s2 : U −→ s′2 = U \ s1 −→ s2; (two phases)

3 Simple estimators of the population total

Firstly, we construct two separate estimators of the total ty using data of samples s1 and s2 respectively.
Secondly, we propose a combined estimator of the total using the sample rotation scheme (see section 4).

Step 1
The sample s1 is selected from the finite population: U −→ s1. The corresponding first and second

order inclusion probabilities for elements of the sample s1 are respectively:

π1i = P(s1 ⊂ U : i ∈ s1);
π1ij = P(s1 ⊂ U : i ∈ s1, j ∈ s1).

Unbiased Horvitz-Thompson (HT) (Horvitz & Thompson, 1952) estimator of the population total:

t̂HT1y =
∑
i∈s1

yi
π1i

. (2)

The variance of the estimator t̂HT1y is

V ar(t̂HT1y ) =
∑
i∈U

∑
j∈U

(π1ij − π1iπ1j)
yi
π1i

yj
π1j

. (3)

The variance V ar(t̂HT1y ) is estimated unbiasedly by

V̂ ar(t̂HT1y ) =
∑
i∈s1

∑
j∈s1

(1− π1iπ1j
π1ij

)
yi
π1i

yj
π1j

. (4)

The values of the study variable y in the previous survey can be used as auxiliary information. Let us
denote the study variable of the previous wave survey by x with the values xi and the same variable on
the current wave by y with the values yi, i ∈ s1. We can form the ratio estimator t̂rat1y of the population
total ty by

t̂rat1y = t̂1wx
t̂HT1y

t̂HT1x

= t̂1wx r̂, (5)



where

t̂HT1x =
∑
i∈s1

xi
π1i

; r̂ =
t̂HT1y

t̂HT1x

.

t̂1wx – an estimate of the population total ty calculated using all values of the study variable y in the
previous survey, t̂HT1y given in (2). The estimator t̂rat1y is non-linear. Usually the Taylor expansion is used
to find its properties.

An approximate variance of the ratio estimator t̂rat1y is:

AV ar(t̂rat1y ) =
∑
i∈U

∑
j∈U

(π1ij − π1iπ1j)
yi − rxi
π1i

yj − rxj
π1j

, (6)

with r =
∑

i∈U yi/
∑

i∈U xi.
The variance AV ar(t̂rat1y ) is estimated by

V̂ ar(t̂rat1y ) =
∑
i∈s1

∑
j∈s1

(1− π1iπ1j
π1ij

)
yi − r̂xi
π1i

yj − r̂xj
π1j

, (7)

using r̂ given in (5)
Step 2
The sample s2 is obtained in two-phase sampling: U −→ s′2 = U \ s1 −→ s2. The corresponding first

and second order inclusion probabilities for samples s′2 (first phase) and s2 (second phase) are respectively:

π′2i = P(s′2 ⊂ U : i ∈ s′2) = P(i /∈ s1) = 1− P(i ∈ s1);
π′2ij = P(s′2 ⊂ U : i ∈ s′2, j ∈ s′2)

= 1− P(i ∈ s1, j ∈ s1)− P(i ∈ s1, j /∈ s1)− P(i /∈ s1, j ∈ s1);
π2i|s′2 = P(s2 ⊂ s′2 : i ∈ s2 | s′2);
π2ij|s′2 = P(s2 ⊂ s′2 : i ∈ s2, j ∈ s2 | s′2).

Under two-phase sampling, using the π∗ estimator (Särndal et al., 1992), the population total ty is
unbiasedly estimated by

t̂
(2)
2y =

∑
i∈s2

yi
π′2iπ2i|s′2

. (8)

In the case of two-phase sampling the variance of the estimator t̂
(2)
2y may be expressed

V ar(t̂
(2)
2y ) =

∑
i∈U

∑
j∈U

(π′2ij − π′2iπ′2j)
yi
π′2i

yj
π′2j

+ E
∑
i,j∈s′2

(π2ij|s′2 − π2i|s′2π2j|s′2)
yi

π′2iπ2i|s′2

yj
π′2jπ2j|s′2

. (9)

The variance V ar(t̂
(2)
2y ) is estimated unbiasedly by

V̂ ar(t̂
(2)
2y ) =

∑
i,j∈s2

π′2ij − π′2iπ′2j
π′2ijπ2ij|s′2

yi
π′2i

yj
π′2j

+
∑
i,j∈s2

π2ij|s′2 − π2i|s′2π2j|s′2
π2ij|s′2

yi
π′2iπ2i|s′2

yj
π′2jπ2j|s′2

(10)



4 Combined estimators of the population total for two-phase sampling
scheme

In this section the construction of the combined estimators and their variances of the finite population
total (1) in the case of sample rotation for two-phase sampling scheme is presented.

By a linear combination of t̂HT1y and t̂
(2)
2y we obtain an estimator without the use of auxiliary information

of the total

t̂y =
1

2
t̂HT1y +

1

2
t̂
(2)
2y . (11)

The variance of estimator (11) of the total ty can be expressed

V ar(t̂y) =
(1

2

)2
V ar(t̂HT1y ) +

(1

2

)2
V ar(t̂

(2)
2y ) +

1

2
Cov(t̂HT1y , t̂

(2)
2y ). (12)

The variance V ar(t̂2) is estimated unbiasedly by

V̂ ar(t̂y) =
(1

2

)2
V̂ ar(t̂HT1y ) +

(1

2

)2
V̂ ar(t̂

(2)
2y ) +

1

2
Ĉov(t̂HT1y , t̂

(2)
2y ). (13)

By a linear combination of t̂rat1y and t̂
(2)
2y we obtain an estimator with the use of auxiliary information of

the total

t̂raty =
1

2
t̂rat1y +

1

2
t̂
(2)
2y . (14)

The variance of estimator (14) of the total ty can be expressed

AV ar(t̂raty ) =
(1

2

)2
AV ar(t̂rat1y ) +

(1

2

)2
V ar(t̂

(2)
2y ) +

1

2
Cov(t̂rat1y , t̂

(2)
2y ). (15)

The variance V ar(t̂rat2 ) is estimated by

V̂ ar(t̂raty ) =
(1

2

)2
V̂ ar(t̂rat1y ) +

(1

2

)2
V̂ ar(t̂

(2)
2y ) +

1

2
Ĉov(t̂rat1y , t̂

(2)
2y ). (16)

Further we are interested in the estimation of the finite population total ty using two-phase sampling
scheme, when simple random samples of households without replacement and samples with probabilities
proportional to household size without replacement are drawn at each of the phases. Data of two quarters
is used for the estimation of the population total ty.

4.1 Simple random sampling (SRS) of households without replacement

Assume that s1 of size n1 is a simple random sample from the population U and its complement s′2 = U \s1
of size N − n1 is also a simple random sample from the population U . s2 of size n2 is a simple random
sample from s′2. Then the first and second order inclusion probabilities to be used for (11), (13), (14) and
(16) are calculated as follows:

π1i = P(s1 ⊂ U : i ∈ s1) =
n1
N

;

π1ij = P(s1 ⊂ U : i ∈ s1, j ∈ s1) =
n1(n1 − 1)

N(N − 1)
;

π′2i = P(s′2 ⊂ U : i ∈ s′2) =
N − n1
N

;

π′2ij = P(s′2 ⊂ U : i ∈ s′2, j ∈ s′2) = 1− n1(n1 − 1)

N(N − 1)
− 2

n1
N − 1

(
1− n1

N

)
;

π2i|s′2 = P(s2 ⊂ s′2 : i ∈ s2 | s′2) =
n2

N − n1
;

π2ij|s′2 = P(s2 ⊂ s′2 : i ∈ s2, j ∈ s2 | s′2) =
n2(n2 − 1)

(N − n1)(N − n1 − 1)
.



We estimate the variances of the estimators t̂y and t̂raty of the total ty in (13) and (16) respectively with

Ĉov(t̂HT1y , t̂
(2)
2y ) = − N

(N − n1)(n1 − 1)

∑
i∈s

(yi − ȳ)2 (17)

and

Ĉov(t̂rat1y , t̂
(2)
2y ) = − N2

(N − n1)(n1 − 1)

∑
i∈s1

(yi − r̂xi)(yi − ȳ) (18)

4.2 Unequal probability sampling of households without replacement with probabil-
ity proportional to its size (PPS) - successive sampling

Suppose U = {1, . . . , i, . . . , N} is a finite population of size N , here N is the number of the households. Let
us assume that mi is the number of the household members, M =

∑N
i=1mi is the sum of the households

members.
Assume that sample s1 of size n1, sample s′2 = U \ s1 of size N −n1 and sample s2 of size n2 is drawn

according to an order sampling design introduced by Rosen (1996) - successive sampling. To each unit
i in the population U , the random number Ui having uniform distribution U(0, 1) is generated. Let us
assume that λi = n1mi

M , then Qi = −ln(1 − Ui)/ − ln(1 − λi), i ∈ U are the ranking variables. Values of
Qi are found, the population elements with the n1 smallest Q values constitute the sample s1. Sample
s′2 = U \ s1 of size N − n1 is also obtained by a successive order sampling. Now, to each unit i in sample
s′2 the random number Ui having uniform distribution U(0, 1) is generated, values of ranking variables
Qi = −ln(1− Ui)/− ln(1− λi), i ∈ s′2, are recalculated with λi = n2mi∑

i∈s′2
mi

, and sample s′2 elements with

the n2 smallest Q values constitute the sample s2.
Then the first order inclusion probabilities to be used for the estimation of the total ty in (11) and

(14) are calculated as follows:

π1i = P(s1 ⊂ U : i ∈ s1) ≈ λi =
n1mi

M
;

π′2i = P(s′2 ⊂ U : i ∈ s′2) ≈ λ′2i =
M − n1mi

M
;

π2i|s′2 = P(s2 ⊂ s′2 : i ∈ s2 | s′2) ≈ λ2i =
n2mi

M2
; M2 =

∑
i∈s′2

mi.

There are expressions for second order inclusion probabilities π1ij in the case of order sampling design
presented in (Aires, 1999), but they are too complex and time consuming. Therefore, we approximate π1ij
for successive sampling design by π̌1ij for unequal probability without replacement conditional Poisson
sampling design, presented by Aires (1999):

π̌1ij =
1

γ1i − γ1j
(γ1iπ̌1j − γ1j π̌1i), for γ1i 6= γ1j ,

π̌1ij =
1

k1i

(
(n1 − 1)π̌1i −

∑
j: γ1j 6=γ1i

π̌1ij

)
, for γ1i = γ1j , i, j ∈ U , i 6= j.

Here k1i is the number of elements with j 6= i such that γ1i = γ1j and γ1i = p1i
1−p1i . The probability p1i is a

selection probability of element i for conditional Poisson sampling design, i ∈ U . Since p1i are unknown,
we use approximation result of Bondesson et al. (2006):

p1i
1− p1i

∝ λ1i
1− λ1i

exp

(
1
2 − λ1i
d

)
, d =

N∑
i=1

λ1i(1− λ1i).



Let us approximate the first order inclusion probabilities:

π1i = π̌1i ≈ λi =
n1mi

M
;

π′2i = π̌′2i ≈ λ′2i =
M − n1mi

M
;

π2i|s′2 = π̌2i|s′2 ≈ λ2i =
n2mi

M2
; M2 =

∑
i∈s′2

mi.

The second order inclusion probabilities for samples s′2 and s2 are taken as follows:

π′2ij = P(s′2 ⊂ U : i ∈ s′2, j ∈ s′2)
∼= 1− π̌1ij −

n1mi

M −mj
(1− λj)−

n1mj

M −mi
(1− λi);

π̌2ij|s′2 =
1

γ2i − γ2j
(γ2iπ̌2j|s′2 − γ2j π̌2i|s′2), for γ2i 6= γ2j ,

π̌2ij|s′2 =
1

k2i

(
(n2 − 1)π̌2i|s′2 −

∑
j: γ2j 6=γ2i

π̌2ij|s′2

)
, for γ2i = γ2j .

Here k2i is the number of elements j 6= i such that γ2i = γ2j and γ2i = λ2i
1−λ2i exp

(
1
2
−λ2i
d

)
, d =

∑
i∈s′2

λ2i(1−

λ2i). We have π̌2ii|s′2 = π̌2i|s′2 in the case i = j. After replacing the π values in (4), (7) and (10) with the

corresponding values presented in this section we estimate the variance of the estimators t̂2 and t̂rat2 of
the total ty in (13) and (16) respectively with

Ĉov(t̂HT1y , t̂
(2)
2y ) = − M2

(N − n1)n1

∑
i∈s1

1

m2
i

(
yi −

t̂HT1y

N̂

)2

(19)

and

Ĉov(t̂rat1y , t̂
(2)
2y ) = − M2

(N − n1)n1

∑
i∈s1

1

m2
i

(
yi −

t̂HT1y

N̂

)(
yi −

t̂HT1y

t̂HT1x

xi

)
, (20)

where N̂ =
∑

i∈s1 1/π1i.

5 Simulation study

In this section, we present the simulation study for the comparison of the performance of proposed
estimators of the total using data of two quarters, with simple random sampling (SRS) and unequal
probability sampling (successive order sampling) (PPS) of households without replacement in each of
the phase. We study real LFS data of Statistics Lithuania. The study population consists of N=500
households. The variables of interest, y and x, are the number of employed and unemployed individuals
in the population of households. We have selected B=500 samples s1 and s2 of size n1 = n2 = 100
(n = n1 + n2 = 200) by the simple random sampling and successive sampling scheme.

For each of the estimators t̂y (11) and t̂raty (14), we have calculated the estimates of the population
total of the study variable y. Also are calculated the averages of the estimates, averages of the estimates
of variances. The results of the simulation are presented in Fig 2. and Fig 3.



Figure 2: Box-Plot diagrams of the estimates of the number of employed and the number of unemployed



Figure 3: Box-Plot diagrams of estimates of the variances of estimators of the number of employed and
the number of unemployed

6 Conclusions

The study addresses a practical problem related to the estimation of the number of employed and un-
employed persons in two-phase sampling with simple random sampling and successive sampling design
in each of the sampling phases. The successive sampling design is effective to estimate the number of
employed and its effectiveness is the same as for SRS to estimate the number of the unemployed in the
Lithuanian LFS. The ratio type combined estimator in two-phase LFS sampling design gives the smaller
variance for the estimate of the number of employed individuals and does not have any effect to the
estimates of the number of unemployed in comparison with the corresponding estimators which do not
use the auxiliary data.
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