
An overview of methods for treating selectivity
in big data sources

Maciej Beręsewicz
Department of Statistics, Poznań University of Economics and Business

Centre for Small Area Estimation, Statistical Office in Poznań

Workshop of the Baltic-Nordic-Ukrainian Network
on Survey Statistics 2018



Table of contents

1 Introduction
Motivation
What is big data?
Missing data mechanisms

2 How to correct selection bias ?
Quasi-randomization approach
Prediction / superpopulation model approach
Sample selection models

3 Summary

4 References



Introduction How to correct selection bias ? Summary References

Motivation

Introduction

Presentation is partially based on:
Beręsewicz, Lehtonen, Reis, Di Consiglio and Karlberg (2018),
An overview of methods for treating selectivity in big data sources,
published in Eurostat’s Working Papers – part of the ESSnet on Big
Data project.
NCN Preludium 7 grant no. 2014/13/N/HS4/02999.
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Motivation

Motivation – new data sources for statistics

Increasing unit non-response in sample surveys;
Growing information needs at a low level of (spatial) aggregation;
A change of paradigm in official statistics, which involves the
adoption / reuse of existing data sources instead of creating new
ones (cf. ESSnet on Big Data);
Internet data sources (IDSs) and big data are still not recognized
and their suitability as statistical sources is often unknown;
New data sources, in particular big data and the Internet have
become an important issue in official statistics and small area
estimation (cf. Daas et al., 2015; Japec et al., 2015; Pfeffermann et
al., 2015, Marchetti et al., 2015; Schmid et al., 2017).
Note that, The Internet, moreover, not only generates a great deal
of today’s “big data”, but also provides ordinary-size data in a more
accessible way – for example, access to public opinion polls or to
local property records (Citro, 2014).
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What is big data?

Happy families are all alike;
every unhappy family is
unhappy in its own way

Leo Tolstoy

...tidy datasets are all alike but
every messy dataset is messy in
its own way

Hadley Wickham (JSS, 2014)
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What is big data?

What is big data?

Figure 1: Example base transceiver station (BTS) from with several antennas
located close by this Faculty
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What is big data?

What is big data?

Figure 2: Example records from Call Details Records (CDR) data (contracts
only)

Two type of mobile phone data (in most cases there is no link with CRM
systems):

active (CDR) – needs an action e.g. call, sms, internet connection
(39 mln actions on one day) – pseudo-response.
passive (signalling data) – no actions needed, e.g. switching between
antennas, signal strength – unaware response?

What are the implications?
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What is big data?

What is big data?

Figure 3: Number of active users in Poland based on CDR data (contracts
only). Number of Polish citizens 15+ 32,7 mln
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What is big data?

What is big data?

Table 1: Selected characteristics of user’s activities between 1st February and
31th May

User ID # contacts # sms # calls calls duration # bts # days
891026 2549 4 12 0.28 2 27

1958650 683 – 454 4.24 7 74
4009251 461 – 302 7.25 4 81
3086158 460 – 305 7.22 5 81
4632841 460 – 300 7.13 5 81

Note: # contacts – daily average number of unique contacts, sms – daily
median number of send sms, calls – daily median number of calls made,
calls duration – daily average calls duration (in hours), # bts – number of
unique bts, # day – number of days with activity (max 81).

Signalling data do not allow to calculate such statistics, thus may be
harder to remove units that do not belong to the population of interest.
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What is big data?

What is big data?

Figure 4: Example job offer from Linkedin seen from the web browser
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What is big data?

What is big data?

Figure 5: Example job offer from Linkedin seen from a different perspective
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What is big data?

How new are big data for statistics?

Non-statistical definitions of big data
Big data are highly detailed exhaust data automatically captured by
sensors or generated during the use of IT systems.

Big data in statistics (survey methodology)
an imperfect frame(s),
non-probability character (cf. non-probability samples),
creation mechanism involves a self-selection process
(cf. non-response in surveys; opt-in panels),
paradata-designed to capture the process and all possible data
(cf. paradata in survey data collection).
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What is big data?

How new are big data for statistics? – Big data survey

Big data survey – why?
another type of secondary data source (collected for other purposes; cf.
register-based surveys),
a new kind of Internet survey (automated data collection made via the
Internet and IoT),
an opt-in panel (non-probability selection, longitudinal observation and
data collection).

Possible ways of using big data
We can distinguish the following ways of using big data for statistics

as auxiliary variables – cf. Marchetti et al. (2015), van den Brakel et al.
(2017) – question: is this effort worth it?
as extension to existing sources – e.g. demand for labour survey +
online job vacancies (e.g. Beręsewicz et. al (2018b)).
as main source for statistics – e.g. road statistics in the Netherlands.
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What is big data?

How new are big data for statistics? – selectivity

(...) selectivity as a general term for selection errors resulting from:
(self-selection) decisions of individuals (e.g. whether to tweet or use
a particular mobile provider),
decisions of the owners of the electronic platforms where data are
captured (e.g. in terms of business concept, technical
infrastructure), or
the limitations of the technologies.

As a result, selectivity causes coverage, measurement and non-response
(or missingness) errors, which introduce potential bias in estimates based
on big data sources.

Not an easy task to distinguish from coverage and (non-response) selection
bias.
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Missing data mechanisms

Quality issues
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Missing data mechanisms

Some notation
U – the target population, UI is the Internet population, UNI is the
non-Internet population (in practice more complicated; cf. Zhang
2012, Beręsewicz et al. 2018a, ch. 3).
N – size of the target population, k = 1, ...,N,
Y – target variable (e.g. number of job vacancies, support for given
party); Yobs observed data, Ymis not observed (missed) data,
Ik ∈ {0, 1} – an indicator variable; if given unit from U has access to
the Internet;

∑
k(Ik = 1) = NI ,

∑
k(Ik = 0) = NNI

Rk ∈ {0, 1} – an indicator variable; if given unit from U or UI
participate in survey, study, or use given social media, or provide
information on social media (e.g. tweet). This variable might be
used to generally define any interaction with the Internet / IoT.
ρk = E (Rk) – the response probability of element k.
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Missing data mechanisms

Missing data mechanisms

Rubin (1976) proposed the following classification of missing data mecha-
nisms (we drop Ik for simplicity):

Ignorable:
Missing Completely at Random (MCAR)

Pr(R = 1|Yobs ,Ymis , ψ) = Pr(R = 1|ψ) = const. (1)

Missing at Random (MAR) – depends solely on the observed data

Pr(R = 1|Yobs ,Ymis , ψ) = Pr(R = 1|Yobs , ψ). (2)

Non-ignorable:
Not missing at random (NMAR) – depends both on the observed
and non-observed data

Pr(R = 1|Yobs ,Ymis , ψ). (3)

Real life issue – Swiss cheese data (full of item non-responses).
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How to correct selection bias ?

So, how we can correct the bias due to self-selection character of big data
source?

In the statistical literature, we can find two approaches:
Quasi-randomization approach – where we somehow weight our
sample to known population totals, including modelling propensity
to respond.
Prediction / superpopulation model approach – where we build
a model on a sample and then predict for out-of-sample units.
... and a mix of these two.

However, there is one general statistically sound (always working) method,
nor established methodology that removes 100% of bias due to non-response.
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How to correct selection bias ?

Figure 6: Effect of bias correction method; Zhang, Thomsen and Kleven (2013)

All approaches requires Y or/and X ,Z (auxiliary, proxy) to be present in
data source and some known / estimated population totals/means/quan-
tiles...

...but do we have (good) population totals or even defined population (e.g.
day-night population, job vacancies)?
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Quasi-randomization approach

How to estimate propensities or to reweight?

In the literature we can find the following approaches:
Reference survey. One approach is to use a reference survey in
parallel to the non-probability survey / big data. The underlying idea
is to:

combine the reference sample and the sample of volunteers and fit a
model to predict the probability of being in the non-probability
sample / big data.

Sample matching – be done on an individual or aggregate level
individual-level matching – matching cases from non-probability
sample / big data to probability sample – e.g. using propensity
scores (Rosenbaum and Rubin 1983)
aggregate level consists – making the frequency distribution of the
non-probability sample / big data the same as that of the population
– e.g. using post-stratification, calibration (cf. Devill and Särndal,
1992)).
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Quasi-randomization approach

Ideally, we would like to construct weights that capture:
Undercoverage error (denote by ck)
Different propensities to respond (denote by ρk)
Differences in distributions of socio-demografic variables (denote by
dk)

In the end we are interested in some quantity, say, total:

Ŷ =
∑

k
dkρ

−1
k c−1

k yi . (4)
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Quasi-randomization approach

Calibration

1 This technique was proposed by Devill and Särndal (1992) and is a
method of searching for so called calibrated weights by minimizing
distance measure between the sampling weights and the new
weights, which satisfy certain calibration constraints.

2 As a consequence when the new weights are applied to the auxiliary
variables in the sample, they reproduce the known population totals
of the auxiliary variables exactly.

3 It is also important that the new weights should be as close as
possible to sampling weights in sense of chosen distance measure
(Särndal C-E., Lundström S. 2005, Särndal C-E. 2007).

4 In case of big data the sampling weights can be replaced by either
pseudo-weights equal to one or N/n.

Beręsewicz (PUEB & SOP) Selection bias in big data 27 / 43



Introduction How to correct selection bias ? Summary References

Quasi-randomization approach

Calibration – how to find weights

(C1) Find the minimum of distance function:

D (w,d) = 1
2

n∑
i=1

(wi − di)
2

di
−→ min, (5)

(C2) Calibration equations:

n∑
i=1

wixij = Xj , j = 1, . . . , k, (6)

(C3) Calibration constraints:

L ≤ wi
di
≤ U, where: L < 1 i U > 1, i = 1, . . . , n. (7)

Can be easily done in R with survey::calibrate, sampling::calib or
laeken::calibWeights.
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Quasi-randomization approach

Alternative approach – no auxiliary variables

Recently, Matei and Renalli (2015) suggested using latent trait models
(item response theory) to deal with non-ignorable item non-response, i.e.
missing data depends on the study variable itself. This is also known as
missing not at random (MNAR) mechanism.

The proposed approach assumes that there is an underlying latent variable
that drives respondents to answer questions.

The approach has two steps:
modelling non-response based on item non-response in order to
estimate probability to respond to survey denoted by pi ,
modelling item non-response to estimate probability to respond to
given question denoted by qik

In the presentation we focus on the first part i.e. modelling probability to
respond denoted by pi .
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Quasi-randomization approach

Alternative approach – no auxiliary variables

Let assume that there is a latent variable θi denoting ’willing to respond’
by unit i . Assuming that θi is known for all units in U, in absence of
auxiliary variables we can estimate θi and thus, pi by

pi = Pr(Ri = 1|θi) =
1

1+ exp(−α0 − α1θi)
. (8)

Matei and Renalli (2015) proposed to estimate pi in two steps:
estimate θi using latent trait model based on non-response patterns
created by item non-response,
estimate pi based on logistic regression using estimated θ̂i as a
covariate.
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Quasi-randomization approach

Matei and Renalli (2015) estimator

Matei and Renalli (2015) proposed the following estimator of total:

Ŷ =
∑

i

yik
πipiqik

, (9)

where i denotes respondent, k denotes given question, πi is the inclusion
probability, pi is the estimated propensity to respond, qik is the probability
to respond to question k.

Note: Tested on small (<500) data, with bigger data calculation of pi or
qik might be problematic (near zero).
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Prediction / superpopulation model approach

The general framework is as follows:
We assume that model build on a sample holds for the population:

fs(yk |xk) =
Pr(Ri = 1|xi , yi)fP(yi |xi)

Pr(Ri = 1|xi)
. (10)

We do not assume any form of the model (e.g. machine learning
could be used).
Then we predict for the non-sampled units

ŷ =
∑
k∈s

yk +
∑
k 6∈s

ŷk . (11)

Recently: LASSO regression for non-probability samples (Chen, 2016;
Chen, Valliant and Elliott 2018), other types of model-calibration / model-
assisted estimators (see Statistical Science) or multilevel regression and
post-stratification (see Andrew Gelman works).
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Sample selection models – Heckman

The basic idea is as follows, we model jointly selection (S) and outcome
(O) equation, given by

yS∗
i = βS′

xS
i + εS

i

yO∗
i = βO′

xO
i + εO

i

where errors are correlated assuming normal distribution(
εS

εO

)
∼ N

((
0
0

)
,

(
1 ρ
ρ σ2

))
then

yO
i = βO′

xO
i + E

[
εO |εS ≥ −βS′

xS
i

]
+ ηi ≡ βO′

xO
i + ρσλ

(
βS′

xS
i

)
+ ηi .
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Sample selection models

Sample selection models – Heckman and others

Joint modelling selection mechanism and Y variable,
Requires X to formulate a model,
Basic model works only for normally distributed data and probit link,
Extensions and packages:

SampleSelection – binary and continuous,
SemiParSampleSel – binary, count and Continuous with copulas,
miceMNAR – multiple imputation based on Heckman’s selection
model for binary and continuous variables.
GJRM – Generalised Joint Regression Modelling – the most
comprehensive software.

Other approaches: see Pfefferman & Sverchkov works, Sikov (2018), Rid-
dles et al. (2016).
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Sample selection models

Online job vacancies – auxiliary variables

Table 2: Quality of coding measured by number of job offers with digits based
on pooled data from 2011, 2013 and 2014 for occupation (max 6 digits) and
2011-2014 for NACE (max 3 digits)

Number of digits Occupancy NACE
6 digits 1 693 –
5 digits 53 533 –
4 digits 5 311 –
3 digits 799 30 934
2 digits 313 15 609
1 digits 1 7 610
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Sample selection models

Online job vacancies – target variables

Table 3: Share of competences included in job offers by data source based on
pooled data 2011, 2013 and 2014

Competences Online data District Labour Offices
Artistic 15.99 2.25
Availability 20.86 2.74
Cognitive 20.28 1.57
Computer 32.03 8.52
Interpersonal 54.34 6.84
Managerial 26.04 1.74
Mathematical 0.37 0.06
Office 3.82 1.72
Physical 5.29 1.85
Self-organization 59.08 7.80
Technical 4.27 5.02

Source: Beręsewicz et al. (2018).
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Sample selection models

Online job vacancies – auxiliary variables

Table 4: Cramer’s V between competences and occupation, NACE and
voivodeship based on the pooled data for 2011, 2013 and 2014

Competences Occupation NACE Voivodeship
Artistic 0.24 0.11 0.08
Availability 0.19 0.10 0.05
Cognitive 0.27 0.16 0.10
Computer 0.47 0.21 0.13
Interpersonal 0.50 0.33 0.11
Managerial 0.37 0.19 0.06
Mathematical 0.05 0.04 0.03
Office 0.14 0.07 0.04
Physical 0.11 0.06 0.04
Self-organization 0.44 0.29 0.12
Technical 0.23 0.10 0.06
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Sample selection models

Online job vacancies – share of selected competences

Table 5: Share of selected competences in 2014 based on three estimators and
online data

Competence Naive Calibrated Heckman
Interpersonal 61% 45% 55%

Technical 4% 7% 14%
Managerial 31% 23 % 29%

Naive – simple average; Calibrated – adjusted for occupancy totals; Heck-
man – selection model based on occupancy and voivodeship, outcome
model based solely on occupancy, based on multiple imputation with miceM-
NAR. Population totals – estimates from the Demand of Labour survey.
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Summary

Strong auxiliary variables are needed – need to be extracted, if any
exist.
Population level information is required – definition of population?
do we actually have these information or some proxy?
One should consider that in big data NMAR is more common than
MAR – however methods that account for this type of error are quite
complex – consider bias exploration, if possible (cf. Zhang 1999).
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Conclusion

Inference from probability samples are all alike but inference from messy
non-probability sample (big data) is messy in its own way.

Are we actually prepared for big data?
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Thank you!
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