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Introduction
The main objective is to learn how models are used in sample surveys and to 

prepare lecture notes/ textbook for Master students specialized in Statistics 
at Taras Shevchenko National University of Kyiv (KNU).

This work is not finished yet. There was given one “pilot” course on “Models 
in Sample Surveys” for Master students specialized in Statistics, which 
included the following topics:

1. Design-based approach in survey sampling: main features
2. Model-based approach in survey sampling: main features
3. Some examples of population models
4. Design-based model assisted approach in survey sampling 
5. Model-based and model-assisted estimation for domains and small areas

The presentation will show how the lecture notes are supposed to be 
organized.



Survey data may be viewed as the outcome of two random 
processes: The process generating the values in the finite 
population, often referred to as the ‘superpopulation model’, 
and the process selecting the sample data from the finite 
population values, known as the ‘sample selection 
mechanism’.

Brewer (1963) proposed the model-based approach in the context 
of  the ratio model yi = xi + i  , i = 1,…,N.

Royall (1970) and his collaborators made a systematic study of 
this approach.

Valliant, Dorfmann and Royall (2000) give a comprehensive 
account of this theory.

4



5

1. Design-based approach in survey 
sampling: main features (Little 2004)

For a population U with N units, let Y = (y1,…,yN), 

where yi is the set of survey variables for unit i,

and let I = (I1,…,IN) denote a set of inclusion indicator variables, 

where  Ii = 1 if unit i is included in the sample and

Ii = 0 if it is not included.

Design-based inference is based on the distribution of I, with 
the survey variables Y treated as fixed quantities. For 
inference about a finite population quantity Q = Q(Y) the 
following steps are involved:
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1. Choosing an estimator q = q(Yinc,I), a function of the 
observed part Yinc of Y, that is unbiased or approximately 
unbiased for Q with respect to the distribution of I. Here q 
is a random variable as a function of I, and Yinc are fixed 
quantities.

2. Choosing a variance estimator v = v(Yinc,I), that is unbiased 
or approximately unbiased for the variance of q with 
respect to the distribution of I.

Inferences are then generally based on normal large-sample 
approximations.
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2. Model-based approach in survey 
sampling: main features (Little 2004)

Model-based approach to survey sampling inference requires a 
model for the survey variables Y, which are now treated as 
random. The model is then used to predict the nonsampled 
values of the population, and hence finite population

quantities Q.

There are two major variants: superpopulation modeling and 
Bayesian modeling.
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Superpopulation modeling

Analytic inference from survey data relates to the  superpopulation model, but 
when the sample selection probabilities are correlated with the values of 
the model response variables even after conditioning on auxiliary 
variables, the sampling mechanism becomes informative and the selection 
effects need to be accounted for in the inference process.

In superpopulation modeling the N population values of Y are assumed to be 
a random sample from a “superpopulation” and are assigned a probability 
distribution p(Y|) indexed by fixed parameters . 

Inferences are based on the joint distribution of Y and I.
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Bayesian modeling

Bayesian modeling requires specification of a prior distribution 
p(Y) for the population values. Inferences for finite population 
quantities Q(Y) are based on the posterior predictive 
distribution p(Yexc|Yinc) of the nonsampled values Yexc , given 
the sampled values Yinc  .

The specification of p(Y|) in Bayesian formulation is the same 
as in parametric superpopulation modeling, and in large 
samples the likelihood based on this distribution dominates the 
contribution from the prior distribution for . As a result, 
large-sample inference from the superpopulation modeling 
and Bayesian approaches are often similar (Little 2004).
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Non-informative Sampling

Bayesian model formulations do not involve the distribution for 
I, basing inferences only on the distribution of Y. This is 
justified when the sampling mechanism is “non-
informative”.

Sampling mechanism is said to be non-informative for a 
variable Y if the distribution of the sampled values of Y and 
the distribution of the non-sampled values of this variable are 
the same (Chambers 2003). Or, in other words, the distribution 
of I given Y does not depend on the values of Y (Little 2004).

This is the case with probability sampling – a method that uses 
a randomization device to decide which units on the frame are 
in the sample.
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3. Some examples of population models

Main ideas and definitions used in the examples:

 Parameter to be estimated is a  population total

 An estimator of the population total is denoted by
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 Model-based properties of the estimator  are defined by the 
distribution of the sample error

under the assumed population model.

 Prediction bias of the estimator is the mean of this distribution
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 Prediction variance

 Prediction mean square error
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Homogeneous population model

Homogeneous population model – the basic “building 
block” for more complex models that can be used to 
represent real world variability (Chambers 2003):

. 
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Stratified homogeneous population model (S)
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Simple ratio population model (R)
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Simple linear population model (L)
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Clustered population model (C)

Clustered population model (C):

Here
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General linear model
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4.Design-based model assisted approach in 
survey sampling (Särndal et al., 1992)
Design-based model-assisted approach attempts to combine the desirable 

features of design-based and model-based methods. 

The main source:

 Särndal, C.-E., Swensson, B. and Wretman, J. (1992) Model Assisted Survey 
Sampling. Springer-Verlag, New York.

In particular, in this section generalized regression (GREG) estimator will be 
introduced.

Generalized  regression  estimator  is  a  model  assisted  estimator  designed  
to  improve  the accuracy of  the  estimates  by  means  of  auxiliary 
information. GREG estimator guarantees the coherence between sampling 
estimates and known totals of the auxiliary variables, as well.

We shall see GREG estimator in the Section 5 as an estimator used for small 
area estimation.



5. Model-based and model-assisted 
estimation for domains and small areas
Lehtonen, R. (2006) The Role of Models in Model-Assisted and Model-

Dependent Estimation for Domains and Small Areas. In: Proceedings of 
the Workshop on Survey Sampling Theory and Methodology (Ventspils, 
Latvia): 

Methods available for the estimation of totals for domains and small areas 
include model-assisted design-based estimators, referring to the family of 
generalized regression (GREG) estimators (Särndal, Swensson and 
Wretman 1992, Estevao and Särndal 1999, 2004), and model-dependent 
techniques, such as the EBLUP estimator (Empirical Best Linear Unbiased 
Predictor) and synthetic estimators (Ghosh 2001, Rao 2003). Properties of 
these estimator types are discussed for example in Lehtonen and Veijanen 
(1998, 1999) and Lehtonen, Veijanen and Särndal (2003, 2005). 



SAE methods can be divided broadly into design-based and model-based 
methods. The latter methods use either the frequentist approach or a 
fully Bayesian methodology, and in some cases combine them, which is 
known in the SAE literature as “empirical Bayes”. Design-based 
methods often use a model for the construction of the estimates (model-
assisted approach), but the bias, variance and other properties of the 
estimators are evaluated under randomization distribution over all 
possible samples. Model-based methods generally condition on the 
selected sample, and the inference is with respect to the underlying 
model. Design-based and model-based SAE use auxiliary information 
collected in the survey and in other large surveys or administrative 
records. This is crucial because with small sample sizes even the most 
sophisticated model can be of little help if it does not involve a set of 
covariates that provide good predictions of the small area quantities of 
interest.

D. Pfeffermann. Small Area Estimation: 
Basic Concepts, Models and Ongoing Research.
The Survey Statistician, No.62, July 2010:



5.1.Model-assisted design-based estimators



5.1.1. Regression estimator



5.1.2. Synthetic regression estimator



5.1.3. GREG estimator. Composite estimator.



Let k define the parameter of interest in area k,

k=1,…,M, and let yi, xi denote the data observed for sampled 
area i, i = 1, ..., m, where m denotes the number of areas with 
data on the outcome variable. When the only available 
information is at the area level, yi is commonly the direct 
estimator of i and xi is a vector of area-level covariates. When 
unit level information is available, yi is a vector of individual 
outcomes and xi is the corresponding matrix of individual 
covariate information.

5.2. Model-based estimators



A typical small area model consists of two parts: the first part 

models the distribution of (yi| i;(1)). The second part models 

the distribution of (i | xi;(2)), linking i to the parameters in 

other areas (or at different times) and to the covariates. The 

vector parameters (1) and (2) are usually unknown and are 

estimated from all the available data D(s) = {yi, xi; i=1,…,m}. 



5.2.1. Unit level random effects model



5.2.2. Area level random effects model



5.2.3. Unit level random effects model

for binary data 
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6. Model-based and model-assisted 
methods in dealing with nonresponses
 Little, R. J. A., and Rubin, D. B. (1987, 2002) Statistical 

Analysis with Missing Data. New York: Wiley.

 Lohr, S. (1999) Sampling: Design and Analysis. Duxbury 
Press, Pacific Grove.

 Särndal, C.-E., Swensson, B. and Wretman, J. (1992) Model 
Assisted Survey Sampling. Springer-Verlag, New York. 
(Chapter 15. Nonresponse)

 Särndal, C.-E., Lundstrom, S. (2005) Estimation in Surveys 
with Nonresponse. Wiley, 212 p.
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The calibration approach to estimation for finite populations consists of 

(a) a computation of weights that incorporate specified auxiliary  information

and  are  restrained  by calibration equation(s); (b) the  use  of  these  weights  
to  compute  linearly weighted  estimates  of  totals  and  other  finite 
population parameters: weight times variable value summed over a set of 
observed units; (c) an  objective  to  obtain  nearly  design  unbiased 
estimates  as  long  as  nonresponse  and  other  nonsampling errors are 
absent. 

 C. Sarndal. The calibration approach in survey theory and practice. Survey

Methodology, 33(2): 99–119, 2007.
 G. Davies. Examination of approaches to calibration in survey sampling. A 

thesis submitted for the degree of Doctor of Philosophy, March 2018.
 Montanari G.E. and Ranalli M.G. Multiple and ridge model calibration for 

sample surveys. Proceedings of the Workshop in Calibration and estimation 
in surveys, Ottawa, October 2007, Statistics Canada.

7. Weighting/calibration
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8. Modeling of complex survey data
 D. Pfeffermann (2011) Modelling of complex syrvey data: Why model? 

Why is it a problem? How can we approach it? Survey Methodology,  Vol. 
37, No. 2, pp. 115-136.

 Lehtonen R. and Pahkinen E. (2004). Practical Methods for Design and 
Analysis of Complex Surveys. Second Edition. Chichester: John Wiley & 
Sons, Ltd.

Many approaches have been proposed in the literature for estimating  
population  models  from  complex  survey  data. 

The  approaches  differ  in  the  conditions  underlying  their  use,  the  data  
required  for  their application,  goodness  of  fit  testing,  the  inference  
objectives  that  they  accommodate, statistical efficiency, computational 
demands, and the skills required from analysts fitting the model.

Does not exists any single approach that can be considered as best in all 
situations.
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9. Models for survey sampling with 
sensitive characteristics
 Jun-Wu Yu, Guo-Liang Tian, Man-Lai Tang. Two new models for survey 

sampling with sensitive characteristic: design and analysis. Metrika (2008) 
67:251–263

Sensitive topics or highly personal questions are often being asked in medical, 
psychological and sociological surveys. This paper proposes two new models 
(namely, the triangular and crosswise models) for survey sampling with the 
sensitive characteristics.

 Liu, Y; Tian, G. A variant of the parallel model for sample surveys with 
sensitive characteristics. Computational Statistics & Data Analysis (2013), 
v. 67, p. 115-135. DOI: 10.1016/j.csda.2013.05.0

A new non-randomized response (NRR) model (called a variant of the parallel 
model) is proposed. The survey design and corresponding statistical 
inferences including likelihood-based methods, Bayesian methods and 
bootstrap methods are provided.
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Conclusions

There exists vast amount of literature on the subject, therefore I still have 
many questions/doubts about the topics and information to be included in 
the lectures.
For example, what topics are more important/more useful? What 
applications of the theory are more interesting? How to organize some 
practical training corresponding to the lectures?

And the title is not final too :)

Restrictions:
Unfortunately, the KNU does not have subscription to modern journals in 
Statistics, therefore we mainly use open access sources or the literature 
that was bought within the framework of different grants.
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